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Abstract—The main goal of the paper is the application of
our clustering technique based on proposed by us generalized
self-organizing neural networks with evolving tree-like splitting-
merging structures to the clustering of electricity consumption
data collected as a part of a smart metering pilot study conducted
by Irish Commission for Energy Regulation (CER). First, the
Irish CER data are briefly characterized. Then, the operation
of our clustering technique is outlined and illustrated using a
benchmark data set. In turn, the application of our approach to
the Irish CER data clustering is presented, evaluated, and dis-
cussed as well as a comparative analysis with several alternative
approaches is performed.

I. INTRODUCTION

Rapid development of smart meter installations in various
countries in recent years [1] has led to large amounts of
electricity customer consumption data. The availability of such
data can substantially improve various aspects of electricity
production and distribution. One of them is load profiling
which exhibits different behaviors and characteristics of cus-
tomers. A load profile is a graph of the variation in the
electrical load (the amount of electricity used by customers)
versus time over some time period. Effective and efficient
mining of the variability of electricity consumption shape
- essential in load profiling - can be performed by means
of clustering algorithms, in particular those rooted in the
Computational Intelligence field. They aim at partitioning of
the initial electricity consumption data into a set of clusters
defined by assigning consumers with the most similar behavior
(i.e., the most similar load variability shapes) into the same
cluster and consumers with dissimilar behavior into different
classes (cf. [2]).

The main goal of this paper is the application of our
original data clustering technique based on generalized self-
organizing neural networks (S-ONNs) with evolving tree-like
splitting-merging structures (see also [3]–[6]) to the clustering
of the data collected as a part of an electricity smart metering
pilot study conducted by the Irish Commission for Energy
Regulation (CER) [7]. First, a brief characteristics of the
aforementioned data set is presented. Then, the operation of
our clustering technique is outlined and illustrated using a
benchmark data set. In turn, the application of our approach

to the Irish CER data clustering is presented. Finally, a com-
parative analysis with several alternative approaches applied
to the same data set is carried out.

II. IRISH CER ELECTRICITY CONSUMPTION DATA SET

The Irish CER initiated the CER Smart Metering Project,
supplying 6445 electricity customers with smart meters. The
study took place from July 14, 2009 (00:00h) to December
31, 2010 (23:59h), i.e., 536 days. Electricity consumption
(in kW) supposed to be measured half-hourly, so the data
should consists of 536 · 48 = 25728 recordings per series
(a customer profile). 6445 customers were subcategorized as
(i) Residential - consisting of 4225 customers, (ii) Small-to-
Medium Enterprises (SME) - consisting of 485 customers,
and (iii) Others - consisting of 1735 customers. However,
it was observed on inspection that in the Others-category,
the electricity consumption data for 1170 customers are not
available for the entire duration of the recordings [8] and thus,
the Others-category is not considered in experiments reported
in the literature. Moreover, some number of customer profiles
contain missing values (sometimes, significant amounts of
them). For this reason, we decided to remove from the original
data set, all customer profiles containing missing values.
Finally, we obtained a data set of 4066 customer profiles con-
sisting of 3639 Residential profiles and 427 SME profiles. This
highly imbalanced data set (which poses additional challenge
for any clustering method) will be used in our experiments
reported later in the paper.

III. AN OUTLINE OF OUR CLUSTERING TECHNIQUE BASED
ON GENERALIZED S-ONNS WITH EVOLVING TREE-LIKE

SPLITTING-MERGING STRUCTURES

In this section, we outline main features, main objectives,
general concept, implementation, and benchmark-based illus-
tration of our clustering approach (more details can be found in
[3]–[6]; see also [9]–[13] for earlier versions of our approach).

Main features: Our approach works in a fully unsupervised
way, i.e., (i) it does not need to predefine the number of
clusters and (ii) it uses unlabeled data. It is worth emphasizing
that the knowledge on the assignments of the data samples



to clusters is by no means used by our approach. However,
after the completion of the clustering process, we can use that
knowledge for the verification of the obtained results.

Main objectives: (i) an automatic determination of the
number of clusters in a given data set and (ii) an automatic
generation of multi-point prototypes for particular clusters.

General concept: Original S-ONNs (also referred to as
self-organizing maps (SOMs)) [14] are used, in general, to
visually display topological structures of high dimensional
data in lower (usually 2-dimensional) space rather than for
clustering, i.e., partitioning of these data into groups [15]. The
proposed generalized S-ONNs, however, are also equipped
with 3 additional mechanisms (allowing for data segmentation)
such as: (i) automatic adjustment of the number of neurons in
the network (removing low-active neurons and adding new
neurons in the areas of the existing high-active neurons),
(ii) automatic disconnection of the tree-like structure into
subnetworks, and (iii) automatic reconnection of some of the
subnetworks (preserving the no-loop spanning-tree properties).
Such a generalized S-ONN is able to detect data clusters of
various shapes and densities by locating a single disconnected
subnetwork in the area of the data space occupied by a
given cluster. Hence, the number of automatically generated
subnetworks is equal to the number of clusters. Moreover, a
set of neurons in a given subnetwork is a multi-point prototype
of the corresponding clusters. Such a prototype can be directly
used in clustering/classification tasks using the well-known
nearest multi-prototype algorithms [16].

Implementation: We start with a conventional S-ONN
with 1-dimensional neighborhood (S-ONN with 1DN), i.e.,
the neuron chain. Assume that the network has n inputs
x1, x2, . . . , xn and consists of m neurons; their outputs are
y1, y2, . . . , ym, where yj =

∑n
i=1 wjixi, j = 1, 2, . . . ,m

and wji are weights connecting the i-th input of the net-
work with the output of the j-th neuron. Using vector no-
tation (x = (x1, x2, . . . , xn)

T , wj = (wj1, wj2, . . . , wjn)
T ),

yj = wT
j x. The learning data consists of L input vectors xl

(l = 1, 2, . . . , L). In the first stage of any Winner-Takes-Most
(WTM) learning algorithm that can be used in the learning
process of the considered network, the neuron jx, which wins
in competition of neurons when the learning vector xl is
presented to the network must be determined. Assuming that
the normalization of learning vectors is performed, the winning
neuron jx is selected in the following way:

d(xl,wjx) = min
j=1,2,...,m

d(xl,wj), (1)

where d(xl,wj) is the Euclidean distance measure between xl

and wj . The WTM learning rule is formulated as follows:

wj(k + 1) = wj(k) + ηj(k)N(j, jx, k)[x(k)− wj(k)], (2)

where k is the iteration number, ηj(k) is the learning coeffi-
cient, and N(j, jx, k) is the neighborhood function of the jx-th
winning neuron. Most often the Gaussian-type neighborhood
functions are used, i.e.:

N(j, jx, k) = e
−
d2tpl(j,jx)

2λ2(k) , (3)
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Fig. 1. Illustration of neighborhood of the jx neuron in the tree-like neural
structure [3]–[6]

where λ(k) is the neighborhood radius and dtpl(j, jx) - the
topological distance between the jx-th and j-th neurons. In
case of the conventional S-ONN with 1DN, dtpl(j, jx) =
|j − jx|. Once the earlier mentioned mechanisms of splitting
and merging of the neural network structure are activated,
the conventional S-ONN with 1DN evolves towards a tree-
like structure. As a result of that, the concept of the neuron’s
neighborhood is also modified as shown in Fig. 1.

The mechanisms (i), (ii), and (iii) mentioned in the General-
concept-part of this section are implemented by conditional
activation - after each learning epoch - of 4 successive oper-
ations:

1. The removal of single, low-active neurons: neuron No.jx
is removed from the network (preserving the network continu-
ity), if its activity - measured by the number of its wins winjr
- is below an assumed level winmin, i.e., winjr < winmin.
winmin is an experimentally selected parameter.

2. The disconnection of the network (subnetwork) into 2
subnetworks: the disconnection of two neighboring neurons
j1 and j2 takes place if the following condition is fulfilled:
d(wj1 ,wj2) > dcoefdavr where davr = 1

P

∑P
p=1 dp is the

average distance between two neighboring neurons for all
pairs p, p = 1, 2, . . . , P , of such neurons. dcoef (a distance
coefficient) is an experimentally selected parameter.

3. The insertion of additional neurons into the neighborhood
of high-active neurons in order to lower their activities: a new
neuron, labeled as (new), is inserted between two neighboring
and high-active neurons j1 and j2 (i.e., their numbers of
wins winj1 and winj2 are above an assumed level winmax:
winj1 , winj2 > winmax). winmax is an experimentally se-
lected parameter.

4. The reconnection of two selected subnetworks: two sub-
networks S1 and S2 are reconnected by introducing topologi-
cal connection between neurons j1 and j2 (j1 ∈ S1, j2 ∈ S2)
after fulfilling condition d(wj1 ,wj2) < dcoef

davrS1
+davrS2
2 .

d(wj1 ,wj2) and dcoef are the same as in operation 2. davrS1
and davrS2 are calculated for subnetworks S1 and S2, respec-
tively, in the same way as davr is calculated in operation 2
for the considered network.

Benchmark-based illustration: The clustering of the bench-
mark set, referred to as TwoDiamonds data set, from the so-
called Fundamental Clustering Problem Suite (FCPS) [17] is



TABLE I
CLUSTERING RESULTS FOR IRISH CER DATA SET

Cluster
label

Number
of

samples

Number of decisions
for subnetwork labeled:

Number
of correct
decisions

Number
of wrong
decisions

Percentage
of correct
decisions

Res.∗1 SME

Res.∗1 3639 3589 50 3589 50 98.63%
SME 427 159 268 268 159 62.76%
ALL 4066 3748 318 3857 209 94.86%

∗1Res. stands for Residential

considered. The main clustering problem in this benchmark set
is the occurrence of 2 poorly separable and touching clusters
as shown in Fig. 2a. After some experimentation, the following
values of control parameters were selected: winmin = 2,
winmax = 4, and dcoef = 4. Fig. 2 illustrates the operation of
our clustering technique. Fig. 2a, as already said, represents the
data, Figs. 2b through 2f show the evolution of the tree-like
structure of our generalized S-ONN in data set at different
stages of the learning process, and finally Figs. 2g and 2h
present the plots of the number of neurons and the number
of subnetworks (equal to the number of detected clusters),
respectively, versus learning epoch number. Our approach
automatically adjust the number of neurons in the network
(starting from the initial number of 2 neurons) and detects
the correct number of data clusters (i.e., 2 clusters) in the
considered data set by disconnecting the tree-like structure of
the generalized S-ONN into 2 subnetworks. Sets of neurons
in particular subnetworks represent multi-point prototypes of
particular clusters.

IV. APPLICATION TO IRISH CER ELECTRICITY
CONSUMPTION DATA CLUSTERING AND COMPARATIVE

ANALYSIS WITH ALTERNATIVE APPROACHES

The performance of our clustering technique based on
generalized S-ONNs will now be verified in the real-life,
complex Irish CER data clustering problem. Due to a very
high dimensionality of the considered data and after some
experimentations, the parameters winmin and winmax which
control the range of changes in the number of neurons, were
set to 70 and 90, respectively. The third control parameter
dcoef remains the same (i.e., dcoef = 4) as in low-dimensional
benchmark data clustering in previous section. Fig. 3 illustrates
the progress of the learning and thus, the clustering process
of the considered data. Our approach automatically adjusts
both the overall number of neurons in the network (starting
from the initial number of 2 neurons) - see Fig. 3a - and the
number of disconnected subnetworks (equal to the number
of detected clusters) - see Fig. 3b. Finally, 2 clusters are
found in the considered data set. Each of them is represented
by a separate subnetwork of 3 and 41 neurons, respectively.
The neuron subsets define multi-point prototypes of particular
clusters. After the network calibration (see [14] for comments),
the 3-neuron subnetwork is labeled SME and the 41-neuron
subnetwork is labeled Residential, according to the labels of
clusters they represent.

a) b)

c) d)

e) f)

g)

h)

Fig. 2. TwoDiamonds data set (a) and the evolution of the structure of the
generalized S-ONN in it in learning epochs: b) No. 5, c) No. 50, d) No. 100,
e) No. 500, and f) No. 10 000 (end of learning), as well as plots of the number
of neurons (g) and the number of subnetworks (clusters) (h) vs. epoch number



a)

b)

Fig. 3. Plots of the number of neurons (a) and the number of subnetworks
(clusters) (b) vs. epoch number for Irish CER data set

Since the number of clusters and the assignments of particu-
lar data samples to clusters is known in the original Irish CER
data set (let’s emphasize again that this knowledge is not used
by our clustering method), a direct verification of the obtained
results is also possible as shown in Table I. It can be seen that
the percentage of correct decisions for Residential customers
is very high (98.63%) but the overall clustering accuracy
(94.86%) is negatively affected by a relatively low accuracy
(i.e., 62.76%) for SME customers. In order to investigate this
problem, some details regarding the clustering process for the
electricity consumption data in two selected weeks: one during
summer (July 20-26, 2009) and one during winter (December
7-13, 2009) are presented in Figs. 4 and 5, respectively.

Fig. 4a shows multi-point prototypes for particular clus-
ters. SME-cluster prototype consists of 3 sub-profiles and
Residential-cluster prototype - of 41 sub-profiles describing,
in detail, customer sub-groups within particular clusters. For
better readability, the plots for the first and last day of the
considered week are presented in Figs. 4b and 4c, respectively.
The electricity consumption plots for Residential customers
correctly and incorrectly classified are shown in Figs. 4d
and 4e, respectively. Similarly, Figs. 4f and 4g show the
electricity consumption plots for SME customers correctly and
incorrectly classified. Fig. 5 presents analogous information
for the selected winter week.

Based only on a visual inspection of Figs. 4 and 5, we can
find that the incorrectly classified SME customers (see Figs.
4g and 5g) have completely different electricity consumption
profiles than the correctly classified SME customers (see
Figs. 4f and 5f). Therefore, we may suspect that some SME
customers are much closer to Residential customers in terms
of their electricity consumption profiles than to other SME
customers. Following that, we made the following experiment.

TABLE II
CLUSTERING RESULTS FOR MODIFIED IRISH CER DATA SET

Cluster
label

Number
of

samples

Number of decisions
for subnetwork labeled:

Number
of correct
decisions

Number
of wrong
decisions

Percentage
of correct
decisions

Res.-m.∗1 SME-m.∗1

Res.-m.∗1 3639+106 3589+106 50 3589+106 50 98.66%
SME-m.∗1 427-106 159-106 268 268 159-106 83.49%

ALL 4066 3748 318 3963 103 97.47%
∗1Res.-m. and SME-m. stand for modified Residential and modified SME
customer groups

TABLE III
COMPARATIVE ANALYSIS WITH ALTERNATIVE CLUSTERING TECHNIQUES

FOR IRISH CER DATA SET

Method Cluster
label

Number
of

samples

Number of decisions
for subnetwork

labeled:

Number
of correct
decisions

Number
of wrong
decisions

Percentage
of correct
decisions

Res.∗1 SME

Density-
based

clustering

Res.∗1 3639 3626 13 3626 13 99.64%
SME 427 200 227 227 200 53.16%
ALL 4066 3826 240 3853 213 94.76%

k-means
Res.∗1 3639 3639 0 3639 0 100.0%
SME 427 325 102 102 325 23.89%
ALL 4066 3964 102 3741 325 92.01%

Farthest
First

Res.∗1 3639 3639 0 3639 0 100.0%
SME 427 416 11 11 416 2.58%
ALL 4066 4055 11 3650 416 89.77%

EM
Res.∗1 3639 3522 117 3522 117 96.78%
SME 427 140 287 287 140 67.21%
ALL 4066 3662 404 3809 257 93.68%

Our
approach

Res.∗1 3639 3589 50 3589 50 98.63%
SME 427 159 268 268 159 62.76%
ALL 4066 3748 318 3857 209 94.86%

∗1Res. stands for Residential

Based on surveys attached to data records (unfortunately, not
all surveys are available), we found that 106 out of 155 incor-
rectly classified SME customers are enterprises employing 5
or less workers. We changed, experimentally, their labels from
SME to Residential. The new clustering results - presented in
Table II - show a significant increase in the percentage of
correct decisions for the modified SME group. It confirms our
hypothesis that a significant number of SME customers have
electricity consumption profiles much closer to Residential
ones than to the remaining part of the SME group.

Using WEKA software [18] - a widely known open source
framework for data mining algorithms - we also perform a
comparative analysis of our approach (the results of Table I
are considered) and 4 alternative methods including Density-
based, k-means, Farthest-first, and Expectation-maximization
(EM) clustering algorithms. The alternative methods require,
however, the specification of the number of clusters to be
found in data. Therefore, they are favored over our approach
which does not need such a specification. Despite of that, our
approach - as shown in Table III - outperforms all of them in
terms of the overall clustering accuracy and - together with EM
approach - give the best balanced accuracies for both clusters.



a) b) c)

d) e)

f) g)

Fig. 4. Prototypes of electricity consumption for Residential cluster and SME cluster in exemplary week of July, 2009 (a), on Monday (b), and Sunday (c)
of that week; plots of electricity consumption for Residential customers correctly (d) and incorrectly classified (e) as well as plots of electricity consumption
for SME customers correctly (f) and incorrectly classified (g)

V. CONCLUSIONS

In this paper, we present the application of our clustering
technique based on proposed by us generalized S-ONNs with
evolving tree-like splitting-merging structures to the clustering
of Irish CER electricity consumption data collected as a part
of a smart metering pilot study conducted by that institution.
First, the Irish CER data are briefly characterized. Then,
the operation of our clustering technique is outlined and
illustrated using a benchmark data set. In turn, the application
of our approach to the Irish CER data clustering is presented,
evaluated, and discussed as well as a comparative analysis with
several alternative approaches is performed.
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